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Preface

New to this edition:

	 •	 New discussion of Meta-Analysis in Chapter 1
	 •	 New introduction to the concept and calculation of Coefficient of Variation in 

Chapter 4
	 •	 New introduction to the One Sample Test of Means in Chapter 7
	 •	 New introduction to the concept and calculation of Effect Size in Chapter 7
	 •	 New discussion of the Mann-Whitney U Test and Kruskal-Wallis Test in Chapter 9
	 •	 New discussion of Elaboration in Chapter 12
	 •	 Expanded discussions of Non-Sampling Error, Standard Error, Partial Correlation, 

and Multicollinearity
	 •	 Updated Examples and Exercises throughout the text
	 •	 Supplementary Computer Exercises that utilize a subset of the 2010 General Social 

Survey

The twelfth edition of Elementary Statistics in Social Research provides an introduction to 
statistics for students in sociology, criminal justice, political science, social work and related 
fields. This book is not intended to be a comprehensive reference work on statistical meth-
ods. On the contrary, our first and foremost objective is to be understandable to a broad range 
of students, particularly those who may not have a strong background in mathematics.

Through several editions, Elementary Statistics in Social Research has under-
gone refinements and improvements in response to instructor and student feedback.  
For this revision, we have added several new techniques, including meta-analysis (Chapter 
1), coefficient of variation (Chapter 4), one sample test of means and effect size (Chapter 7), 
Mann-Whitney U test and Kruskal-Wallis test (Chapter 9), logistic regression (Chapter 11), 
and elaboration (Chapter 12). We have expanded the discussion of several topics, includ-
ing non-sampling error, standard error, partial correlation, and multicollinearity. We have 
updated examples and exercises throughout the text. Finally, the supplementary computer 
exercises in this edition utilize a subset of the 2010 General Social Survey (GSS) available 
for download from www.pearsonhighered.com/careers. For those instructors who do not 
teach with computer software, however, this feature can be easily excluded.

This edition continues to contain a number of pedagogical features. Most notably, de-
tailed step-by-step illustrations of statistical procedures continue to be located at important 
points throughout the text. We have again attempted to provide clear and logical explana-
tions for the rationale and use of statistical methods in social research. And, as in the ear-
lier editions, we have included a number of end-of-chapter questions and problems. Students 

xi

www.pearsonhighered.com/careers
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sometimes get lost in the trees of statistics, without seeing the forest. To counter this tendency, 
we have ended each part of the text with a section entitled “Looking at the Larger Picture,” 
which carries the student through the entire research process based on hypothetical data.

Following a detailed overview in Chapter 1, the text is divided into five parts.  
Part One (Chapters 2 through 4) introduces the student to the most common methods for 
describing and comparing data. Part Two (Chapters 5 and 6) serves a transitional purpose. 
Beginning with a discussion of the basic concepts of probability, Part Two leads the stu-
dent from the topic of the normal curve as an important descriptive device to the use of the 
normal curve as a basis for generalizing from samples to populations. Continuing with this 
decision-making focus, Part Three (Chapters 7 through 9) contains several well-known 
tests of significance. Part Four (Chapters 10 through 12) includes procedures for obtaining 
correlation coefficients and an introduction to regression analysis. Finally, Part Five con-
sists of an important chapter (Chapter 13) in which students learn, through examples, the 
conditions for applying statistical procedures to various types of research problems.

The text provides students with background material for the study of statistics. An Intro-
duction to using SPSS, StatCrunch™, a set of statistical tables, a review of basic mathematics, 
and a list of formulas are located in appendixes at the end of the book. Students will also find 
a glossary of terms and answers to the end-of-chapter problems at the end of the book.

Instructor Resources
Instructor supplements include an Instructors Manual, a solutions manual containing step-
by-step calculations for the end-of-chapter problems, the General Social Survey data set, 
a companion statistics calculator (ABCalc), Powerpoint slides featuring step-by-step solu-
tions to problems, and a test generator.

To access supplementary materials online, instructors need to request an instructor 
access code. Go to www.pearsonhighered.com/irc, where you can register for an instructor 
access code. Within 48 hours of registering you will receive a confirming e-mail including 
an instructor access code. Once you have received your code, locate your text in the online 
catalog and click on the Instructor Resources button on the left side of the catalog product 
page. Select a supplement and a log in page will appear. Once you have logged in, you can 
access instructor material for all Pearson textbooks.
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1

A little of the social scientist can be found in all of us. Almost daily, we take educated 
guesses concerning the future events in our lives in order to plan for new situations or experi-
ences. As these situations occur, we are sometimes able to confirm or support our ideas; other 
times, however, we are not so lucky and must face the sometimes unpleasant consequences.

Consider some familiar examples: We might invest in the stock market, vote for a 
political candidate who promises to solve domestic problems, play the horses, take medi-
cine to reduce the discomfort of a cold, throw dice in a gambling casino, try to anticipate 
the questions on a midterm, or accept a blind date on the word of a friend.

Sometimes we win; sometimes we lose. Thus, we might make a sound investment 
in the stock market, but be sorry about our voting decision; win money at the craps table, 
but discover we have taken the wrong medicine for our illness; do well on a midterm, but 
have a miserable blind date; and so on. It is unfortunately true that not all of our everyday 
predictions will be supported by experience.

The Nature of Social Research

Similar to our everyday approach to the world, social scientists attempt to explain and 
predict human behavior. They also take “educated guesses” about the nature of social real-
ity, although in a far more precise and structured manner. In the process, social scientists 
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2	 Chapter 1  •  Why the Social Researcher Uses Statistics

examine characteristics of human behavior called variables—characteristics that differ or 
vary from one individual to another (for example, age, social class, and attitude) or from 
one point in time to another (for example, unemployment, crime rate, and population).

Not all human characteristics vary. It is a fact of life, for example, that the gender of 
the person who gave birth to you is female. Therefore, in any group of individuals, gender 
of mother is the constant “female.” A biology text would spend considerable time discuss-
ing why only females give birth and the conditions under which birth is possible, but a 
social scientist would consider the mother’s gender a given, one that is not worthy of study 
because it never varies. It could not be used to explain differences in the mental health of 
children because all of their mothers are females. In contrast, a mother’s age, race, and 
mental health are variables: In any group of individuals, they will differ from person to 
person and can be the key to a greater understanding of the development of the child.  
A researcher therefore might study differences in the mental health of children depending 
on the age, race, and mental health of their mothers.

In addition to specifying variables, the social researcher must also determine the 
unit of observation for the research. Usually, social scientists collect data on individual 
persons. For example, a researcher might conduct interviews to determine if the elderly 
are victimized by crime more often than younger respondents. In this case, an individual 
respondent is the unit to be observed by the social scientist.

However, researchers sometimes focus their research on aggregates—that is, on the 
way in which measures vary across entire collections of people. For example, a researcher 
might study the relationship between the average age of the population and the crime rate 
in various metropolitan areas. In this study, the units of observation are metropolitan areas 
rather than individuals.

Whether focusing on individuals or aggregates, the ideas that social scientists have 
concerning the nature of social reality are called hypotheses. These hypotheses are fre-
quently expressed in a statement of the relationship between two or more variables: at mini-
mum, an independent variable (or presumed cause) and a dependent variable (or presumed 
effect). For example, a researcher might hypothesize that socially isolated children watch 
more television than children who are well integrated into their peer groups, and he or she 
might conduct a survey in which both socially isolated and well-integrated children are 
asked questions regarding the time they spend watching television (social isolation would 
be the independent variable; TV-viewing behavior would be the dependent variable). Or 
a researcher might hypothesize that the one-parent family structure generates greater de-
linquency than the two-parent family structure and might proceed to interview samples of 
delinquents and nondelinquents to determine whether one or both parents were present in 
their family backgrounds (family structure would be the independent variable; delinquency 
would be the dependent variable).

Thus, not unlike their counterparts in the physical sciences, social researchers often 
conduct research to increase their understanding of the problems and issues in their field. 
Social research takes many forms and can be used to investigate a wide range of problems. 
Among the most useful research methods employed by social researchers for testing their 
hypotheses are the experiment, the survey, content analysis, participant observation, second-
ary analysis, and meta-analysis. For example, a researcher may conduct an experiment to 
determine if arresting a wife batterer will deter this behavior in the future, a sample survey 
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to investigate political opinions, a content analysis of values in youth magazines, a par-
ticipant observation of an extremist political group, or a secondary analysis of government 
statistics on unemployment. Each of these research strategies is described and illustrated in 
this chapter.

The Experiment

Unlike everyday observation (or, for that matter, any other research approach), the experi-
ment is distinguished by the degree of control a researcher is able to apply to the research 
situation. In an experiment, researchers actually manipulate one or more of the indepen-
dent variables to which their subjects are exposed. The manipulation occurs when an ex-
perimenter assigns the independent variable to one group of people (called an experimental 
group), but withholds it from another group of people (called a control group). Ideally, all 
other initial differences between the experimental and control groups are eliminated by as-
signing subjects on a random basis to the experimental and control conditions.

For example, a researcher who hypothesizes that frustration increases aggression 
might assign a number of subjects to the experimental and control groups at random by 
flipping a coin (“heads” you’re in the experimental group; “tails” you’re in the control 
group), so that in all likelihood the groups do not differ initially in any major way. The re-
searcher might then manipulate frustration (the independent variable) by asking the mem-
bers of the experimental group to solve a difficult (frustrating) puzzle, whereas the members 
of the control group are asked to solve a much easier (nonfrustrating) version of the same 
puzzle. After all subjects have been given a period of time to complete their puzzle, the 
researcher might obtain a measure of aggression by asking them to administer “a mild elec-
trical shock” to another subject (actually, the other subject is a confederate of the researcher 
who never really gets shocked, but the subjects presumably do not know this). If the will-
ingness of subjects to administer an electrical shock is greater in the experimental group 
than in the control group, this difference would be attributed to the effect of the independent 
variable, frustration. The conclusion would be that frustration does indeed tend to increase 
aggressive behavior.

In 2011, Levin and Genovesi sought to investigate aspects of serial murder that con-
tribute to its widespread fascination. In a regular classroom setting, the researchers ran-
domly distributed to 232 male and female students various versions of a review of a motion 
picture featuring a serial killer’s biography. The following independent variables were ex-
perimentally manipulated: killer’s body count (half of the subjects read that 3 victims were 
murdered; half read that 30 victims were murdered), torture (one-third read that the kill-
er’s torture was sexual; one-third read that the killer’s torture was physical; one-third read 
that the killer shot his victims without any torture), and victims’ gender (one-half read the 
victims were female; one-half read the victims were male). After reading a version of the 
review, fascination was measured, on a four-point rating scale, by asking all students to in-
dicate “How badly do you want to see this movie when it is released to the public?” Greater 
fascination was indicated by a greater desire to view the film.

Results suggest that female subjects were significantly more fascinated than their 
male counterparts, but no significant differences were found for either body count or vic-
tims’ gender. Moreover, torture—whether sexual or physical—was significantly more 
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fascinating than killing alone, at least for male subjects. Findings provide only partial sup-
port for the interpretation that females are motivated more than males by a protective fas-
cination with serial murder. The appeal of media-depicted torture may, in part, be a result 
of treating the sadistic and cruel punishment of victims as “forbidden fruit.” Not coinci-
dentally, those relatively few cases of serial murder motivated by money or terror almost 
never receive the tremendous amount of public and media attention given to sadistic serial 
killers; that is, those who torture their victims.

The Survey

As we have seen, experimenters actually have a direct hand in creating the effect that 
they seek to achieve. By contrast, survey research is retrospective—the effects of indepen-
dent variables on dependent variables are recorded after—and sometimes long after—they 
have occurred. Survey researchers typically seek to reconstruct these influences and con-
sequences by means of verbal reports from their respondents in self-administered ques-
tionnaires, face-to-face interviews, telephone interviews, or online surveys.

Surveys lack the tight controls of experiments: Variables are not manipulated and 
subjects are not assigned to groups at random. As a consequence, it is much more difficult 
to establish cause and effect. Suppose, for instance, in a survey measuring fear of crime, 
that a researcher finds that respondents who had been victims of crime tend to be more 
fearful of walking alone in their neighborhoods than those who had not been victimized. 
Because the variable victimization was not manipulated, we cannot make the logical con-
clusion that victimization causes increased fear. An alternative explanation that the condi-
tion of their neighborhoods (poverty, for example) produces both fear among residents and 
crime in the streets is just as plausible.

At the same time, surveys have advantages precisely because they do not involve an 
experimental manipulation. As compared with experiments, survey research can investi-
gate a much larger number of important independent variables in relation to any dependent 
variable. Because they are not confined to a laboratory setting in which an independent 
variable can be manipulated, surveys can also be more representative—their results can be 
generalized to a broader range of people.

In 2000, for example, two Stanford University researchers interested in assessing the 
social consequences of Internet use conducted surveys with a national sample of the adult 
population, including both Internet users and nonusers. Norman Nie and Lutz Erbing con-
tacted 4,113 respondents in 2,689 households around the country and asked them to report 
how many hours they spend on the Internet and in various social activities.

Results obtained by Nie and Erbing consistently indicated that regular Internet users 
(defined as those who spend at least five hours per week on the Web) are more isolated 
than nonusers. More specifically, of regular Internet users, some 25% said that they spend 
less time with family and friends, 8% less time attending social events outside the home, 
and 25% less time shopping in stores. In addition, more than 25% of workers who are also 
regular Internet users reported that the Internet has increased the amount of time they work 
at the office. About the only undeniably beneficial change associated with Internet use was 
the finding that 14% of regular Internet users spend less time commuting in traffic!
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At the August 2007 meeting of the American Sociological Association, Oregon 
State University’s Scott Akins presented the results of a study in which he and his col-
leagues surveyed 6,713 adult residents of Washington State including 1,690 persons who 
identified themselves as Hispanic. Members of their sample were questioned about their 
use of illicit drugs and their ethnic identity. They were asked to indicate their marital sta-
tus, educational level, socioeconomic status, and place of residence, urban versus rural.

Holding constant these other factors, Akins and his collaborators determined that il-
licit drug use increased among recent Hispanic immigrants as they remained longer in the 
United States and became more acculturated into American society. That is, to the extent 
that Hispanic immigrants became acculturated, they replaced their traditional cultural 
beliefs, language, and social patterns with those of their host society. Specifically, when 
asked whether they had used illicit drugs in the previous month, less than 1% of nonaccul-
turated Hispanics indicated that they had. But 7.2% of acculturated Hispanics (not unlike 
6.4% of white residents) responded in the affirmative when asked the same question about 
their drug use.

The Gallup polling organization employs a survey approach. On an annual basis, 
Gallup surveys a random sample of adult Americans regarding their views of the hon-
esty and ethics of numerous occupations from accountants to telemarketers. During the 
dates November 28 to December 1, 2011, Gallup conducted telephone interviews with 
1,012 adults, aged 18 and older, representing the residents of all 50 states and the District 
of Columbia. Gallup asked: “Please tell me how you would rate the honesty and ethical 
standards of people in these different fields—very high, high, average, low, or very low?”

Nurses topped the list, receiving a rating of very high or high ethical standards from 
some 84% of the sample. Pharmacists were in second place; 73% of the sample gave them 
high or very high ratings for honesty and ethics. At the other end of the spectrum, only 7% 
gave members of Congress and car salespeople a high or very high honesty rating, indicat-
ing their very low credibility among American adults. Even telemarketers got a slightly 
higher rating at 8%.

Members of Congress have long had low ratings for honesty and ethics, but never 
quite this low. In 2001, 22% rated their honesty as low or very low, in contrast to the re-
sults a decade later, when members of Congress received low or very low ratings from a 
large majority—some 64% of American adults.

Content Analysis

As an alternative to experiments and surveys, content analysis is a research method, 
whereby a researcher seeks objectively to describe the content of previously produced 
messages. Researchers who conduct a content analysis have no need directly to observe 
behavior or to question a sample of respondents. Instead, they typically study the content 
of books, magazines, newspapers, films, radio broadcasts, photographs, cartoons, letters, 
verbal dyadic interaction, political propaganda, or music.

In 2001, for example, James Alan Fox, Jack Levin, and Jason Mazaik performed a 
content analysis of celebrities depicted in People magazine cover stories. The research-
ers sought to determine how the celebrities chosen to be featured by the most popular 
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celebrity magazine in the United States (circulation: 3,552,287 per issue) had changed 
over almost three decades. Using appropriate coding sheets, each of the more than 1,300 
covers of issues of People from its inception in 1974 through 1998 was scrutinized for 
various characteristics of the celebrity and the overall tone of the cover presentation.

Results obtained by Fox, Levin, and Mazaik indicated that the basis for People 
celebrities appearing in a cover story has, over the decades, become dramatically more 
negative. In 1974, during its first year of publication, less than 3% of all celebrities were 
featured for negative reasons, such as drug or alcohol dependence, child abuse, or the 
commission of a violent crime. Instead, most celebrities were on the cover because they 
had accomplished a positive goal—either by overcoming a personal problem or by ac-
complishing a career objective. By 1988 and continuing as a pattern through the 1990s, 
however, there was a major reversal in tone, so that almost half of all cover stories focused 
not on celebrities’ positive accomplishments, but on their untoward characteristics. Along 
with musicians, athletes, and political figures, People for the first time also featured mur-
derers and rapists.

In the past, various forms of communication aimed at children—children’s books, 
video games, educational software, films, television shows, commercials, music videos, 
comic strips, and magazines—have been shown to be dominated by males. More specifi-
cally, such media tend to under-represent female characters who are frequently portrayed 
in stereotypical ways. In 2009, Black, Marola, Littman, Chrisler, and Neace published a 
study examining gender images found on product packaging—specifically, on the cereal 
boxes sitting on the kitchen table each morning as children eat their breakfast. The re-
searchers content analyzed a sample of 217 cereal boxes—every box in the cereal aisle 
of a major supermarket in the northeastern United States. Each of the 1,568 characters 
appearing on the sampled boxes was coded for gender (female or male), species (person, 
animal, object), age (child/adolescent, adult), and activity level (passive, active).

Results of the content analysis were similar to those obtained in studies of gender 
representations in other forms of communication. On cereal boxes, male characters out-
numbered female characters by more than two to one. Moreover, males were more likely 
than females to be depicted as authority figures (that is, adults rather than children). Over-
all, female characters were under-represented and portrayed as having lower status than 
their male counterparts.

Participant Observation

Another widely used research method is participant observation, whereby a researcher ac-
tively participates in the daily life of the people being studied, either openly in the role of 
a social researcher or covertly in an “undercover” role, observing events, interactions, and 
conversations as they happen, and questioning people over some period of time.

In 2005, sociologist Janese Free explored the influence of alternative schooling 
on at-risk youth. As a participant observer, Free spent approximately 750 hours over the 
course of a year at an alternative school in New England, volunteering as a classroom aide. 
The alternative school was a middle school for at-risk students who had been removed 
from conventional programs for reasons such as drug use, violence, truancy, or failing out 
of school.
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Free was a semi-covert participant observer, meaning the teachers knew she was 
there to collect data for her research but the students did not. In her role as a “classroom 
aide,” she participated in the students’ daily activities at school (including classroom time, 
recess, gym, lunch duty), and in her role as a “researcher,” she observed and recorded the 
students’ behaviors and interactions in each of these settings. In an attempt to gather the 
most accurate data possible, Free recorded her observations in private (bathrooms, teach-
er’s lounge, and her car) on small pieces of paper carried in her pocket so the students 
would not be aware they were being observed. These field notes were transcribed into 
documents and then analyzed by coding the data and looking for common themes.

One of the participant observer’s guiding research questions was “How does at-
tending an alternative school influence its students’ development, both academically 
and behaviorally?” Free identified six major influential factors (or “themes”) influenc-
ing students’ development, namely (1) alternative educational practices; (2) dedication of 
teachers and staff; (3) school culture and environment; (4) student home lives; (5) student 
behaviors, violence, and arrests; and (6) school disciplinary responses. Of these major 
influences, Free argued that alternative education practices and the dedication of teach-
ers and staff were “enhancers” to student development, whereas the school culture and 
environment; student home lives; student behaviors, violence, and arrests; and school dis-
ciplinary responses were “inhibitors” to student development and progress.

Secondary Analysis

On occasion, it is possible for a social researcher not to gather his or her own data but to 
take advantage of data sets previously collected or assembled by others. Often referred to 
as archival data, such information comes from government, private agencies, and even 
colleges and universities. The social researcher is therefore not the primary or first one to 
analyze the data; thus, whatever he or she does to examine the data is called secondary 
analysis. This approach has an obvious advantage over firsthand data collection: It is rela-
tively quick and easy but still exploits data that may have been gathered in a scientifically 
sophisticated manner. On the other hand, the researcher is limited to what is available, and 
has no say as to how variables are defined and measured.

The April 2008 issue of the American Sociological Review contains an article in 
which the effect of age on happiness is researched. The author, Yang Yang, a University 
of Chicago sociologist, conducted a secondary analysis of data from the National Opinion 
Research Center’s General Social Survey (GSS), which reports the results of face-to-face 
interviews with a representative sample of as many as 3,000 respondents collected ev-
ery year between 1972 and 2004. In order to measure their degree of happiness, the GSS 
asked respondents: “Taken all together, how would you say things are these days—would 
you say that you are very happy, pretty happy, or not too happy?”

Yang found that his respondents became happier with advancing age, supporting the 
notion that people mature and develop in positive ways as they grow older. Moreover, hap-
piness was greater during periods of economic prosperity.

Generations also differed in terms of degree of happiness, with baby boomers—
those born between 1946 and 1964—being the least happy of any generational group. 
Yang’s results indicated also that among 18-year-old respondents, white women are the 
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happiest overall, followed by white men, black women, and black men. However, these 
race and gender differences almost disappear as respondents mature into old age. Appar-
ently, happiness continues to increase even into the eighth decade of life.

In this text, we occasionally make use of archival data sources. In Chapter 2, for 
example, we present and analyze birth rates, homicide rates, unemployment figures, and 
income data drawn from various government agencies. Table 1.1 provides a list of useful 
government websites from which various kinds of data related to health, housing, popula-
tion, crime, education, transportation, and the economy can be found and downloaded.

Meta-Analysis

An especially important use of the existing literature for conducting research can be found 
in the approach known as meta-analysis. Rather than collect new data or depend on a 
few unrepresentative studies to draw a conclusion, an investigator combines the results 
obtained in a number of previous studies that have addressed the same hypothesis and sub-
jects all of them collectively to a single statistical test. In conducting a meta-analysis, the 
researcher may, with the aid of a well-supported finding, be able to end a debate in the lit-
erature or confirm the validity of an important idea. The meta-analysis process essentially 
consists of a literature search in which the conclusions reached by previous investigators 
are ignored. Instead, the researcher re-examines the data collected previously and then 
calculates an estimate of what is called the effect size—a measure of the extent to which a 
relationship exists in the population.

Social interdependence, where students work together cooperatively to accomplish 
their learning objectives, is one of the most fertile areas of research in education. When stu-
dents work interdependently, they are able to succeed academically only if other students 

Table 1.1  Government Websites Containing Social Science Data

Website/Agency Types of Data URL

FEDSTATS Links to data and reports from  
over 70 federal agencies

www.fedstats.gov

Bureau of the Census Population, families, business,  
income, housing, voting

www.census.gov

Bureau of Justice Statistics (BJS) Crime offenders, victims,  
justice system

www.bjs.gov

Bureau of Labor Statistics (BLS) Employment, unemployment,  
prices, wages

www.bls.gov

Bureau of Transportation  
Statistics (BTS)

Travel, aviation, boating,  
trucking, roads, highways

www.bts.gov

National Center for Health  
Statistics (NCHS)

Births, illness, injury, deaths,  
health care, nursing homes

www.cdc.gov/nchs/

National Center for Education  
Statistics (NCES)

Elementary, secondary,  
higher education

www.nces.ed.gov

www.fedstats.gov
www.census.gov
www.bjs.gov
www.bls.gov
www.bts.gov
www.cdc.gov/nchs/
www.nces.ed.gov


	 Chapter 1  •  Why the Social Researcher Uses Statistics	 9

in their group also succeed. In contrast to competitive or individualistic approaches, so-
cial interdependence has become a widely used instructional procedure from preschool 
through graduate school levels. It is therefore important to determine the effectiveness of 
social interdependence with respect to student achievement.

In 2000, Johnson, Johnson, and Stanne examined the education literature since 1970 
and located 158 studies in which the comparative effect of a particular kind of social in-
terdependence (that is, students working cooperatively) versus control methods (that is, 
students working alone in competition with classmates) was tested for its impact on aca-
demic achievement. Combining all of the data collected in these 158 studies, eight differ-
ent forms of cooperative learning were determined by the researchers to have produced 
significantly higher student achievement than working alone. Based on the results of this 
meta-analysis, teachers should feel comfortable using a cooperative learning method in 
their classrooms. There is substantial evidence that social interdependence is effective.

Why Test Hypotheses?

Social science is often referred to, quite unfairly, as the study of the obvious. However, 
it is desirable, if not necessary, to test hypotheses about the nature of social reality, even 
those that seem logical and self-evident. Our everyday commonsense observations are 
generally based on narrow, often biased preconceptions and personal experiences. These 
can lead us to accept without criticism invalid assumptions about the characteristics of 
social phenomena and behavior.

To demonstrate how we can be so easily misled by our preconceptions and stereo-
types, consider what we “know” about mass murderers—those individuals who simulta-
neously kill at least four victims. According to popular thinking (and media portrayals), 
mass murderers are typically insane individuals who go berserk or run amok, expressing 
their anger in a spontaneous and impulsive outpouring of aggression. Moreover, they are 
usually regarded as total strangers to their victims, who are unlucky enough to be in the 
wrong place at the wrong time—at a shopping mall, on a commuter train, or in a fast-food 
restaurant.

The foregoing conception of mass murderers may seem clear-cut and obvious. Yet, 
compiling detailed information from FBI reports about 697 mass killers over the period 
from 1976 to 2009, Fox and Levin found instead that mass murderers are rarely insane and 
spontaneous—they know exactly what they are doing and are not driven to kill by voices 
of demons. Random shootings in a public place are the exceptions; most mass murders 
occur within families or among acquaintances. Typically, mass murderers target spouses 
and all of their children, or bosses and their co-workers. Far from being impulsive, most 
mass killers are methodical and selective. They usually plan their attacks and are quite 
selective as to the victims they choose to kill. In an office massacre, for example, a mass 
killer might choose to murder only those co-workers and supervisors whom the murderer 
blames for losing an important promotion or getting fired.

Until recently, even criminologists all but ignored mass killings, perhaps believing 
that mass murder was merely a special case of homicide (albeit, by definition, yielding a 
larger body count), explainable by the same theories applied to single-victim incidents and 




